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Abstract: Stock market prediction is an important tool in investment decision, optimization of 

portfolio, and management of risks. The historical price and economic indicator paradigm of 

traditional forecasting approaches would fail to include the sweeping and quick movements of 

behaviors in a volatile market, thus lacking predictive capability . The social media, including Twitter 

and Reddit, have proved to be a rich source of investor sentiment, with real-time accounts of what 

the public expects and how the market is being shaped by psychological drivers . Yet, the majority 

of the available literature relies on a single dimensional research design, i.e., investigating either 

sentiments in a text or economic measures, therefore, omitting the complementary relationship 

between the two dimensions. The purpose of the current study is to build a strong multimodal deep 

learning model that would incorporate the investor sentiment in the social media with other aspects 

of economic indicators. The goal is to provide more trustworthy, consistent, and interpretable 

predictions concerning the stock market trend and allow investors and financial institutions to make 

more informed decisions. The hypothesized framework comprises two major branches: (1) a 

Transformer-based model of sentiment analysis (FinBERT and RoBERTa) to make context-informed 

embeddings out of social media posts and (2) an LSTM-based branch to infer sequential implications 

of economic factors such as interest rates, trading volumes, and inflation. A late-fusion approach 

combines and trained to discover cross modal connections across both branches before being 

classified as either an upward, downward or neutral tendency. The Twitter, Reddit and StockTwits 

Twitter data were used with the economic data of Yahoo Finance and FRED over 2023-2025. The 

performance was measured in Accuracy, Precision, Recall, F1-score, and ROC-AUC.The multimodal 

model fared much better than its unimodal counterparts with an Accuracy of 91.2%, F1-score of 90.7 

and ROC-AUC of 0.94. To ensure that such improvements are not random, paired t-tests and 

ANOVA was used to prove that any such improvements were verified as significant statistically (p 

< 0.05). The sentiment data had a larger effect on the short-term forecasts, whereas the economic 

indicators aided in the long-term stability, which proves the complementarity of the behavioral and 

the fundamental data. 

Keywords: Multimodal Deep Learning, Stock Market Prediction, Social Media Sentiment, Economic 

Indicators, Transformer Models, LSTM, Financial Forecasting. 

 

1. Introduction 

Importance of Stock Market Prediction 

Stock market prediction, is the essential part of the current financial studies that 

assumed telling primary role in the development of the investment plan, efficient 

portfolio management and reduction of the financial risks. Technical analysis of the stock 

market enables one to precisely predict the trend of the market and it can have important 

impacts on the decision framework of institutional investors, hedge funds, and retail 
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traders by creating 30 minutes lookahead information about the possible trends of the 

market [1]. The most used methods of making predictions about the market have been by 

examining changes in prices, and the statistical relationship in the indicators of an 

economy. But in the current world climate of growing complexities and volatility of 

international financial markets such traditional approaches have frequently failed to 

reflect fast behavioral changes and new-fangled market sentiments [2]. 

The Growing Role of Social Media Sentiment 

The social media development and appearance of social media platforms in the last 

several years have also turned them into the necessary source of the market-related 

information that resembles a live mirror of the way investors, mass consciousness, and 

people at large view the situation, their mood, and anticipations. Research has revealed 

the ability of investor sentiment derived using Twitter, Reddit and StockTwits to predict 

short-term price movement in advance of the same responses reflected in more traditional 

economic measures [3]. As an example, a study that was carried out in 2024 had shown 

that positive trend movement in financial Twitter accounts was greatly associated with 

short-term bullish run in industries related to technology and energy stocks [4]. In contrast 

to historical financial data, the social media sentiment measures the psychological and 

behavioral features of market participants, which are, in turn, critical to the description of 

such phenomena as panic selling or speculative jobs  [5]. 

Importance of Economic Indicators 

Though the sentiment data in social media may add a behavioral aspect, economic 

indicators continue to be staple of fundamental market watch. Factors like interest rates, 

inflation, gross domestic product (GDP) and volume of trade are important indicators of 

the long term trend in the market [6]. Recent technologies such as advanced time series 

models, especially Long Short-Term Memory (LSTM) networks, can record a significant 

improvement in their ability to capture time-series dependencies in such indicators, and 

in accurately predict longer-term trends [7]. Adding sentiment analysis to economic 

indicators may give a more wholesome accounting of market activity through the 

balancing of behavioural events and macroeconomic substance. 

Problem Statement 

It is not an easy task to foresee the trends of stock market and this has been the case 

since the financial markets inevitably fluctuate with high frequencies at times. 

Conventional models are mainly relied on past prices and macroeconomic conditions that 

hardly react promptly to unexpected behavioral changes caused by investor psychology 

and mass sentiment [8], [9]. Recent studies point to the fact that social media platforms 

are considered a force to reckon with in driving market trends and most of the time 

investor sentiment happens to be ahead of the market in terms of economic indicators [10]. 

However, majority of existing prediction models adopt the unimodal approach; hence 

they only use either sentiment analysis or economic time-series data, and this fails to 

reflect the dynamic interaction between behavioral and fundamental market drivers [11]. 

Hence, the need to come up with an integrated multimodal forecasting system that 

incorporates the social media sentiment and economic indices in performing stock market 

forecasts that are more accurate and reliable is highly urgent. 

Research Gap 

Despite the progress in the field of financial forecasting, the majority of the already 

available studies have taken either of the identical instances, i.e., either textual sentiment 

analysis or financial numerical time-series data. Models that use transformers, like 

FinBERT or RoBERTa, have had great success in classifying sentiment of financial texts by 

far [12], whereas LSTM and GRU models have been used to predict past stock prices and 

economic indicators extensively [13]. Nevertheless, there has been limited research to date 

that tries to merge these disparate data sources into a common framework of predictive 

importance, resulting in a key gap in insight into the behavioural sensitivity of sentiment 

and macroeconomic fundamentals in driving market activity [14]. 
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Research Contribution 

The study seeks to address this shortcoming by presenting a Multimodal Deep 

Learning Architecture with an ability to combine the social media sentiment and 

economic indicators in order to enhance the ability to predict the trend in the stock market. 

The major contributions of the research are the following: 

1. Developing a hybrid deep learning framework that fuses textual sentiment 

features extracted from social media using Transformer-based models with 

temporal patterns in economic indicators modeled via LSTM networks. 

2. Evaluating the complementary impact of multimodal data, comparing the 

predictive performance of the integrated model with unimodal baselines. 

3. Providing interpretability insights by analyzing the relative contribution of social 

sentiment and economic indicators to overall prediction accuracy. 

4. Offering practical recommendations for financial institutions and hedge funds 

regarding the optimal use of behavioral and macroeconomic data in trading 

strategies. 

Research Objectives and Questions 

Research Objectives 

The primary objectives of this study are as follows: 

1. To design and implement a multimodal deep learning framework combining 

Transformer-based sentiment analysis with LSTM-based economic forecasting. 

2. To systematically evaluate and compare model performance across three 

scenarios: sentiment-only data, economic indicators-only data, and combined 

multimodal data. 

3. To analyze the relative contribution of each modality to predictive accuracy using 

feature importance and ablation studies. 

4. To provide practical guidelines for applying multimodal forecasting systems in 

real-world financial trading environments. 

Research Questions 

This research seeks to answer the following questions: 

1. Which data modality—social media sentiment or economic indicators—

contributes more significantly to improving stock market trend prediction 

accuracy? 

2. Does the integration of both data sources in a multimodal architecture outperform 

unimodal approaches in terms of predictive performance? 

3. How do behavioral sentiment patterns interact with macroeconomic indicators in 

shaping short-term and medium-term stock market trends? 

4. What practical implications can be derived for investors and financial institutions 

from the findings of this study? 

Literature Review 

Stock Market Prediction Using Sentiment Analysis 

The application of sentiment analysis in stock market prediction has gained 

increasing attention in recent years due to the significant influence of social media 

platforms and digital news outlets on investor behavior. Studies have shown that 

sentiment extracted from platforms such as Twitter and Reddit can act as a leading 

indicator of market trends, often preceding traditional economic signals [15]. 

Transformer-based models have revolutionized sentiment classification in financial 

contexts. FinBERT, a financial-domain adaptation of the BERT architecture, has 

demonstrated high accuracy in capturing context-specific semantic nuances from 

financial texts, achieving classification accuracies exceeding 85% on benchmark datasets 

[16]. RoBERTa, with its enhanced dynamic masking and optimized training strategy, has 

outperformed FinBERT in scenarios involving long and complex texts, such as quarterly 

earnings reports [17]. DistilBERT has been implemented as its lightweight variant with 
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the tradeoff between computational efficiency and predictability to serve the real-time 

applications which need to be faster than the original model [18]. 

The predictive power of social media sentiment has also been pointed out through the 

results of the recent research. In 2024, it has been observed that long-term bullish price 

movement of technology stocks was highly probable when there is a positive news trend 

on twitter [19]. Nevertheless, majority of these models are unimodal, using the data solely 

in the form of text, which makes them less reliable in the volatile market of 

macroeconomic factors [20]. 

Economic Indicators in Financial Forecasting 

Although behavioral factors determined by means of sentiment analysis are critical in 

predicting the short-term trends, economic indicators are still crucial in analyzing the 

medium- and long-term trends in the stock market. The market performance is 

determined by the indicators like the interest rates, inflation, GDP growth, and trading 

volume, just to mention but a few [21]. 

Deep learning techniques, particularly Long Short-Term Memory (LSTM) networks 

and Gated Recurrent Units (GRU), have significantly improved time-series forecasting 

by modeling long-term temporal dependencies. LSTM models have successfully 

predicted major stock indices, such as the S&P 500, by identifying sequential relationships 

among macroeconomic indicators [22]. GRU, being computationally less complex, has 

been preferred in scenarios where faster training is required while maintaining 

comparable accuracy to LSTM [23]. 

Nevertheless, purely economic indicator-based models often fail to adapt to abrupt 

market fluctuations triggered by investor sentiment or geopolitical events, making them 

less effective in predicting short-term volatility [24]. 

 Multimodal Approaches in Stock Market Prediction 

The integration of multimodal data sources, combining financial textual sentiment 

with economic indicators, has recently emerged as a promising research direction, 

although studies remain limited. Early attempts (2023–2024) employed simple feature-

level fusion by concatenating sentiment scores with numerical indicators; however, these 

approaches often suffered from poor feature alignment and failed to model cross-modal 

relationships effectively [25]. 

Recent studies (2024–2025) have proposed more advanced hybrid deep learning 

architectures. To give an example, Carter et al. presented a late-fusion model combining 

Transformer-based sentiment model and LSTM network on economic time-series, and the 

accuracy was improved relative to unimodal baselines [18]. In the same vein, Zhao et al. 

showed that when the sentiment of the social media was added into economic indicator-

based models, it enhanced the prediction of short term volatility substantially and 

especially in the emerging markets[25]. 

In spite of this, the available research is limited to closed scope, narrowly market or 

industry specific, and seldom are the comparative predictions of each modality evaluated 

with respect to their contribution to an overall model accuracy [26]. 

2. Materials and Methods 

Literature Review and Related Work 

Transportation Infrastructure and Economic Development 

The relationship between transportation infrastructure and economic growth has 

extensively been deliberated at general consensus on its catalyst role for regional 

development. Aschauer’s, public infrastructure investments in transport is significantly 

heighten productivity [12]. For instance, Duranton et al  highlighted a reduction in 

intercity trade-costs by 18% with highway expansions in the United States. This has 

directly increased  the industrial yeld by 8% in abutting regions. Likewise, the proximity 

to transportation networks raised 12% of the GDP per capita. Despite it has not accelerate 

GDP growth, fine impact of infrastructure was highlighted in China. 
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The benefits magnitude and distribution is still running debatably. In Latin America, 

infrastructure investments harvested bigger returns for average income economies (e.g., 

Brazil, Mexico) compared with lower ones in some regions counting additional factors 

such as institutional quality [13]. In contrast, cautioned raised towards excessive public 

spending on transport leads to crowd out limited-budgets investments for fiscally 

constrained nations. Recent articles has accentuated sustainability.   

Empirical Models for Transportation Impact Analysis 

Traditionally, empirical models remain foundational in evaluating the economic 

impacts of transportation. Cost-Benefit Analysis (CBA) widely utilized to assess 

microeconomic outcomes.  For example, Ahmed et al premeditated the high-speed rail 

ratio benefit-cost by 2.8:1 to Cairo-Alexandria in Egypt.  This has attributed to gain to time 

savings and accident reductions. Oftentimes however, the narrow scope of CBA overlooks 

macroeconomic spillovers, such as labor market transitions with technological utilization 

[14].  

Computable General Equilibrium (CGE) models address such gaps, CGE captures the 

sectoral inter-dependencies. CGE framework applied to model Indonesia’s transport 

investments with 1.5% GDP growth predicted by enhancing logistics efficiency. 

Nevertheless, Kaggle claimed that CGE models treat granular data which confining the 

applicability to data-scarce regions. Structural Equation Modeling (SEM) is able to 

analyze latent variables, such as “logistics performance” or “accessibility equity”. By 

using SEM, port efficiency rised up to 15% in export competitiveness within 30 countries. 

However, predefined hypotheses of SEM limit the ability to unveil novel relationships 

[15]. 

AI-Driven Approaches in Economic Forecasting 

Integrating AI to reformulate the economy score a paradigm shift. Starting with 

Machine learning (ML) algorithms,  Long-Short Term Memory (LSTM) have surpassed 

traditional econometric methods in forecasting GDP’s. For China’s regional GDP 

prediction,  by integrating IoT-generated freight data using LSTM models, the root mean 

squared error (RMSE) reduced by 1.5%. Similarly, GPT-4, as a transformer architectures, 

exploited for economic analysis. The sentiment analysis of policy documents leveraged 

NLP-based. Xiong et al reached 94% of accuracy by implementing transformers to predict 

the trade patterns of ASEAN in China.  

Federated learning would address many concerns of data privacy in various fields. 

Federated learning has been implemented to formulate the GDP growth in state-level in 

India. Regardless of  centralizing sensitive data, 18% of errors reduction was predicted. 

Challenges persist, however, to occur. Machine learning models frequently undersupply 

proper interpretations, and their performance depend on quality of the data under use. In 

sub-Saharan Africa for instance, Zhang et al concluded that incomplete historical datasets 

drove to overestimated projections of the GDP by 2.7%. 

Sustainable Transportation and AI Synergies 

Recent literature is emphasizing on the prospect role of AI to optimize the transport 

systems sustainably. Reinforcement learning (RL) utilized to redesign logistics networks 

to lower the carbon emissions. In the Brazilian agribusiness sector, route optimization 

relied on RL-based cutting 22% of fuel consumption maintaining efficiency. Likewise, 

computer vision techniques applications to satellite imagery have enabled to monitor 

deforestation in a real-time around transport corridors. This has helped to comply with 

ESG standards.  

Huge critical challenges remain in terms of ethical or governmental. High risks could 

be resulted from bias algorithms of AI-driven planning; for instance, while excluding 

marginalized communities from investment allocations. Ensuring transparency in AI 

models by regular frameworks for public policy usage is advocated by the OECD.  
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Research Gaps and Contributions 

Existing literature validates the role of transportation’s economic using AI’s 

predictive capabilities, while three main gaps still persist: 

1. Integration of Sustainability Metrics: Fewer AI models merged environmental 

indicators (e.g., carbon footprints) into economic forecasts. 

2. Context-Specific AI Applications: Most AI investigation focusing on regions 

with high-income, neglecting developing economies with partitioned data. 

3. Ethical Governance: The trade-offs between AI efficiency, capacity and equity in 

infrastructure planning remain under discovery. 

This paper will address the mentioned gaps by: 

1. Establishing hybrid AI-empirical framework with integrating carbon emission 

objective into GDP growth models. 

2. Comparing four different case-studies from various economies (Brazil, India, 

South Africa, Japan) to validate AI applications in specific context. 

3. Advocating for federated learning and participatory of AI, considering equity in 

transport policymaking. 

Research Design 

This study adopts a hybrid multimodal deep learning framework designed to integrate 

behavioral sentiment data derived from social media with macro-level economic 

indicators to improve the accuracy of stock market trend prediction. The rationale behind 

this design lies in the complementary nature of these data sources: while social media 

sentiment captures short-term behavioral dynamics of retail and institutional investors, 

economic indicators reflect long-term market fundamentals [27]. 

The proposed framework consists of two primary branches (Figure 1): 

 

Figure 1. Improved Multimodal Hybrid Architecture 

 

1. The Sentiment Analysis Branch: A Transformer-based model (FinBERT or RoBERTa) 

is fine-tuned to extract rich contextual representations from financial social media 

posts. 

2. The Economic Indicator Branch: An LSTM-based model is implemented to capture 

sequential dependencies and temporal trends within time-series economic data. 

3. Fusion Layer: The outputs from both branches are merged using a late fusion 

strategy, allowing the model to learn cross-modal relationships before feeding into 
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the final dense layer for stock trend classification (upward, downward, or neutral 

movement). 

This hybrid architecture is selected due to its proven success in handling 

heterogeneous data sources in other financial forecasting tasks [28], and its ability to 

balance computational efficiency with interpretability. 

Datasets 

Social Media Sentiment Data 

The textual sentiment data are sourced from Twitter, StockTwits, and the Reddit 

forum WallStreetBets, which are widely recognized as influential platforms for investor 

discussions and market speculation [28]. Recent studies have highlighted these platforms 

as early indicators of speculative trading activities, particularly in technology and meme 

stocks [29]. 

Data Collection 

Data are collected using public APIs and Python-based libraries such as Tweepy (for 

Twitter), PRAW (for Reddit), and the StockTwits API. The collection process covers posts 

over a two-year period (2023–2025) to ensure the inclusion of diverse market conditions, 

including bullish and bearish phases[29] . 

Data Volume 

The initial dataset consists of approximately 3 million posts, which are filtered based 

on language (English only), relevance (stock tickers, financial terms), and duplicate 

removal. 

Economic Indicators 

The economic data are obtained from two reputable sources: 

1. Yahoo Finance – provides daily and historical stock prices, trading volumes, and 

market indices such as the S&P 500 and NASDAQ. 

2. Federal Reserve Economic Data (FRED) – offers macroeconomic indicators 

including interest rates, inflation rates, and GDP growth, which are critical for 

capturing long-term market dynamics [30]. 

Data Timeframe and Frequency 

The economic indicators are collected for the same timeframe as the sentiment data to 

ensure proper synchronization. The data are primarily at a daily frequency, which is 

consistent with the most common trading strategies and aligns with existing literature on 

stock market forecasting [31]. 

Indicators Selected 

Table 1 summarizes the primary economic indicators used in this study. 

Table 1: Summary of Economic Indicators 

Indicator Source Frequency Description 

Stock Closing 

Prices 

Yahoo Finance Daily Historical prices of major indices 

and stocks 

Trading Volume Yahoo Finance Daily Number of shares traded per day 

Interest Rates FRED Daily Federal funds rates and other key 

rates 

Inflation Rate 

(CPI) 

FRED Monthly Consumer Price Index as a proxy 

for inflation 

GDP Growth 

Rate 

FRED Quarterly Measure of macroeconomic 

expansion or decline 

Preprocessing 

Preprocessing plays a crucial role in ensuring the quality and consistency of data 

before feeding it into the proposed hybrid multimodal architecture. Given the 

heterogeneous nature of the two data sources—textual social media sentiment and 
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numerical economic indicators—different preprocessing pipelines are adopted for each 

modality. 

Textual Data Preprocessing 

The textual sentiment data undergoes several sequential steps: 

1. Data Cleaning: Removal of irrelevant components such as URLs, hashtags, user 

mentions, emojis, and redundant whitespace. This step helps eliminate noise, as 

suggested in recent financial NLP studies [32]. 

2. Tokenization and Lemmatization: 

a) Tokenization: Splitting text into meaningful tokens using the spaCy library. 

b) Lemmatization: Converting words to their base forms to reduce vocabulary size 

and improve semantic consistency. 

3. Sentiment Labeling: A fine-tuned FinBERT model is used to classify each post 

into three sentiment categories: positive, negative, or neutral. FinBERT was chosen 

for its proven success in financial domain-specific sentiment classification [33]. 

In scenarios requiring faster inference for large-scale datasets, RoBERTa can be 

employed as an alternative, especially for its robustness in handling complex 

contextual relationships [34]. 

4. Vectorization: The final step converts the cleaned and labeled texts into high-

dimensional embeddings using the last hidden layer of the Transformer model. 

Economic Data Preprocessing 

1. Missing Data Handling: Gaps in time-series data (e.g., due to non-trading days) 

are filled using forward filling techniques, which are suitable for financial time-

series forecasting [35]. 

2. Normalization: All economic indicators are scaled using Min-Max 

normalization to a range between 0 and 1 to ensure uniformity across features 

and to improve neural network convergence. 

3. Temporal Alignment: The sentiment and economic datasets are merged based on 

trading dates, ensuring that both modalities correspond to the same daily 

observations. 

 

Table 2. Preprocessing Steps for Both Modalities 

Data Type Preprocessing Step Tool/Method 

Textual 

Sentiment 

Cleaning (remove URLs, 

hashtags, mentions) 

Regex, spaCy 

Tokenization & Lemmatization spaCy, NLTK 

Sentiment Labeling FinBERT / RoBERTa 

Vectorization (embedding 

extraction) 

Transformer (Hugging Face) 

Economic 

Indicators 

Missing Value Imputation Forward Fill 

Normalization Min-Max Scaling 

Temporal Alignment Date-based Merging (Pandas) 

 

Proposed Multimodal Model 

The proposed multimodal hybrid architecture integrates features learned 

independently from textual sentiment and economic indicators before combining them in 

a fusion layer. The model structure follows the steps below: 

Textual Sentiment Branch 

a) Architecture: A Transformer-based model (FinBERT as default, RoBERTa as an 

alternative). 

b) Input: Preprocessed financial posts or tweets. 
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c) Output: 768-dimensional contextual embeddings (FinBERT’s default hidden 

layer size). 

d) Training: Fine-tuning is performed using labeled financial sentiment datasets 

[36]. 

Economic Indicator Branch 

1. Architecture: An LSTM network is used to model temporal dependencies in 

sequential economic data. In scenarios requiring lower computational cost, a 

GRU network can serve as an alternative [37]. 

2. Input: Normalized economic indicators (trading volume, interest rates, etc.). 

3. Output: A temporal representation summarizing sequential dependencies over a 

30-day sliding window. 

Fusion Layer and Output 

a) Fusion: The embeddings from both branches are concatenated and passed 

through a Fully Connected (Dense) Layer to learn cross-modal relationships 

[38]. 

b) Output Layer: A softmax activation layer predicts one of three classes: Upward 

Trend, Downward Trend, or Neutral. 

 

 
 

Figure 2. Workflow of the Proposed Multimodal Model 

 

Evaluation Metrics 

To evaluate the performance of the proposed model, both classification metrics and 

regression metrics are employed, depending on the task (trend prediction vs. price 

forecasting). 

1. Classification Metrics: 

a) Accuracy: Measures the proportion of correctly predicted trends. 

b) Precision, Recall, and F1-score: Evaluate model performance in handling 

imbalanced classes, as market upward trends often dominate [38]. 

c) ROC-AUC: Analyzes the trade-off between true positive and false positive 

rates, especially critical in financial decision-making. 

2. Regression Metrics (Price Forecasting): 

a) Root Mean Squared Error (RMSE): Penalizes large errors more heavily, 

suitable for volatile financial markets. 
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b) Mean Absolute Error (MAE): Provides an interpretable average error 

magnitude. 

 

 

 

 

Table 3. Evaluation Metrics Overview 

Metric Purpose Formula 

Accuracy Overall correctness of 

classification 

(TP + TN) / (TP + TN + FP + FN) 

Precision Correctness of positive trend 

predictions 

TP / (TP + FP) 

Recall Ability to identify actual 

positive trends 

TP / (TP + FN) 

F1-score Balance between Precision and 

Recall 

2 × (Precision × Recall) / (Precision + 

Recall) 

ROC-AUC Trade-off analysis between TPR 

and FPR 

Area under ROC curve 

RMSE Sensitivity to large prediction 

errors 

√(Σ(actual − predicted)² / n) 

MAE Average magnitude of 

prediction errors 

Σ 

Software Tools 

The implementation of the proposed multimodal deep learning framework relies on 

a carefully selected set of software tools and libraries designed to handle large-scale 

financial data processing, deep learning model development, and performance 

evaluation. All experiments are conducted using Python 3.10, given its popularity in 

financial machine learning research and its extensive ecosystem of specialized libraries 

[39]. 

The software tools are categorized into three primary groups: 

Natural Language Processing (NLP) and Transformer Models 

1. Hugging Face Transformers: 

a) Utilized for loading and fine-tuning FinBERT and RoBERTa models. 

b) Provides state-of-the-art pre-trained Transformer architectures optimized for 

financial sentiment analysis [40]. 

c) Supports efficient GPU acceleration for handling millions of financial posts. 

2. NLTK and spaCy: 

a) NLTK is used for tokenization, stopword removal, and text normalization. 

b) spaCy is employed for advanced lemmatization and named entity recognition 

(NER) to identify financial entities (e.g., stock tickers, company names). 

Deep Learning Frameworks 

1. TensorFlow 2.13: 

a) Deployed for constructing the LSTM branch that models sequential 

dependencies in economic indicators. 

b) TensorFlow’s high-level API (Keras) simplifies the design of recurrent layers 

while allowing fine-grained control over hyperparameters. 

2. PyTorch 2.0: Used for experimental variations of the Transformer branch due to 

its dynamic computational graph, which offers greater flexibility during model 

fine-tuning [40]. 
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3. CUDA/cuDNN Support: Both frameworks are GPU-accelerated using NVIDIA 

CUDA, significantly reducing training time for large multimodal datasets. 

Data Processing and Evaluation 

1. Pandas and NumPy: Core libraries for handling tabular economic data, merging 

multimodal datasets by trading dates, and performing numerical computations. 

2. Scikit-learn: Used for evaluation metrics computation (Accuracy, Precision, 

Recall, F1-score, ROC-AUC) and for performing cross-validation [41]. 

3. Matplotlib and Seaborn: Deployed for generating visualizations, such as ROC 

curves, confusion matrices, and comparative performance plots. 

 

Table 4. Summary of Software Tools and Their Roles 

Tool/Library Purpose 

Python 3.10 Primary programming language 

Hugging Face Transformers Fine-tuning FinBERT/RoBERTa for financial sentiment 

NLTK & spaCy Text preprocessing, tokenization, lemmatization 

TensorFlow (Keras API) Building and training the LSTM economic indicators model 

PyTorch Experimental fine-tuning of Transformer architectures 

Pandas & NumPy Data preprocessing and numerical operations 

Scikit-learn Model evaluation and statistical analysis 

Matplotlib & Seaborn Visualization of evaluation results 

 

 
Figure 3. Software Stack for the Proposed Multimodal Framework 

 

3. Results and Discussion 

Numerical Results 

The experimental evaluation of the proposed multimodal deep learning framework was 

conducted by comparing its performance against two baseline models: 

1. Textual Sentiment Only (Transformer-based). 

2. Economic Indicators Only (LSTM-based). 

3. Multimodal Fusion (Transformer + LSTM). 

The models were trained and evaluated on synchronized datasets covering both social 

media sentiment posts and macroeconomic indicators for the same time period. 

Performance was assessed using Accuracy, Precision, Recall, F1-score, ROC-AUC, RMSE, 

and MAE, as these metrics provide a comprehensive evaluation of both classification 

performance (trend direction) and regression accuracy (price-level prediction). 
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Table 5 summarizes the performance comparison of the three models. 

 

Table 5. Comparative Performance of Different Models 

Model Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-score 

(%) 

ROC-

AUC 

RMS

E 

MAE 

Textual Sentiment 

Only (Transformer) 

84.3 82.5 83.8 83.1 0.88 0.067 0.048 

Economic Indicators 

Only (LSTM) 

81.7 80.1 79.9 80.0 0.85 0.072 0.053 

Multimodal 

(Transformer + LSTM) 

91.2 90.4 91.0 90.7 0.94 0.052 0.037 

The results presented in Table 5 reveal several key findings: 

3. Superiority of Multimodal Fusion: 

the proposed multimodal framework significantly outperformed both unimodal 

baselines across all metrics. The highest Accuracy (91.2%) and ROC-AUC (0.94) confirm 

its superior ability to capture complementary information from both sentiment-driven 

behavioral data and macroeconomic fundamentals. 

4. Role of Textual Sentiment: 

The Transformer-based sentiment model achieved notably higher performance than 

the LSTM-based economic model, particularly in Recall (83.8% vs. 79.9%), highlighting 

the strong influence of social media discussions and investor sentiment in short-term 

trend prediction. This finding aligns with recent studies emphasizing the predictive 

power of retail investor opinions on platforms such as Twitter and Reddit [42]. 

5. Economic Indicators for Stability: 

Although the LSTM-based model performed comparatively lower, its contribution to 

reducing RMSE and MAE in the multimodal setting was evident, as the economic 

indicators provided long-term trend stability. 

4. Error Reduction: 

The multimodal model exhibited the lowest RMSE (0.052) and MAE (0.037), 

indicating a reduced deviation between predicted and actual stock price movements, 

which is crucial for algorithmic trading strategies. 

These findings suggest that the integration of behavioral and fundamental data leads 

to more robust and reliable stock market forecasts. 

Statistical Analysis 

To ensure that the performance improvements achieved by the multimodal model 

were not due to random variation, statistical significance testing was conducted using 

paired t-tests and a one-way Analysis of Variance (ANOVA). These tests evaluated 

whether the differences in performance metrics between the three models were 

statistically meaningful. 

Paired t-test Results 

Paired t-tests were performed to compare the multimodal model against each 

unimodal baseline (Textual Sentiment Only and Economic Indicators Only) across the 

primary classification metrics (Accuracy, Precision, Recall, F1-score, ROC-AUC). The null 

hypothesis (H0H_0H0) assumed no significant difference in the performance of the 

models, while the alternative hypothesis (H1H_1H1) posited that the multimodal model 

significantly outperformed the unimodal baselines. 

 

Table 6. Paired t-test Results Between Models 

Metric t-stat 

(Multimodal 

vs. Textual) 

p-value t-stat 

(Multimodal 

vs. Economic) 

p-value Significance 

Accuracy 5.42 0.003 6.11 0.002 Significant 

(p<0.05p<0.05p<0.05) 
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Precision 4.98 0.004 5.87 0.003 Significant 

(p<0.05p<0.05p<0.05) 

Recall 5.21 0.003 6.03 0.002 Significant 

(p<0.05p<0.05p<0.05) 

F1-score 5.35 0.003 6.15 0.002 Significant 

(p<0.05p<0.05p<0.05) 

ROC-AUC 5.90 0.002 6.44 0.001 Significant 

(p<0.05p<0.05p<0.05) 

The p-values (all < 0.05) strongly reject the null hypothesis, confirming that the 

multimodal model’s superior performance is statistically significant. 

ANOVA Results 

A one-way ANOVA was conducted to test the overall significance of differences 

among the three models simultaneously. 

1. Null Hypothesis (H0H_0H0): There is no significant difference in the mean 

performance metrics among the three models. 

2. Alternative Hypothesis (H1H_1H1): At least one model significantly differs 

from the others. 

 

Table 7. One-Way ANOVA Results Across Models 

Metric F-statistic p-value Significance 

Accuracy 18.62 0.0007 Significant (p<0.05p<0.05p<0.05) 

Precision 17.44 0.0009 Significant (p<0.05p<0.05p<0.05) 

Recall 19.05 0.0006 Significant (p<0.05p<0.05p<0.05) 

F1-score 18.27 0.0007 Significant (p<0.05p<0.05p<0.05) 

ROC-AUC 20.11 0.0005 Significant (p<0.05p<0.05p<0.05) 

 

The ANOVA results confirm the findings of the paired t-tests, indicating that the 

performance differences among the three models are highly significant. 

Interpretation 

1. The multimodal model’s performance gains are statistically significant across all 

evaluated metrics. 

2. The very low p-values (< 0.01) reinforce that the improvements are unlikely to be due 

to random chance. 

3. These findings provide strong empirical evidence supporting the integration of 

textual sentiment and economic indicators for stock market prediction. 

Discussion 

The experimental results confirm that integrating textual sentiment and economic 

indicators significantly enhances the accuracy and robustness of stock market prediction 

models. The ROC curves shown in Figure 4 illustrate that the multimodal model 

(Transformer + LSTM) consistently outperforms the unimodal baselines across all 

decision thresholds, achieving an AUC of 0.94, compared to 0.88 for the textual model and 

0.85 for the economic model. This indicates superior discriminative capability in 

distinguishing upward and downward market trends, a crucial requirement for reliable 

algorithmic trading strategies. 
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Figure 4. ROC Curves for Model Comparison 

The accuracy comparison in Figure 5 further validates these findings, where the 

multimodal model exhibits the highest Accuracy (91.2%), Precision (90.4%), Recall 

(91.0%), and F1-score (90.7%). These improvements highlight the complementary roles of 

the two data sources: 

1. Textual sentiment, primarily derived from social media discussions, captures 

short-term behavioral shifts and reacts rapidly to news and public perception. 

2. Economic indicators, such as interest rates and inflation, contribute to trend 

stability and noise reduction in long-term forecasts. 

 

 

 

 

 

 

 

Figure 5. Accuracy and Other Classification Metrics Comparison 

The interpretability of the proposed framework is enhanced by the feature importance 

analysis in Figure 6, which demonstrates that positive investor sentiment (importance = 

0.24) and negative sentiment (0.18) are the most influential features. This observation 

aligns with behavioral finance literature, which emphasizes that investor psychology and 

sentiment strongly influence short-term price fluctuations. Conversely, macroeconomic 

features such as interest rate (0.14) and inflation rate (0.11), while less dominant, provide 

fundamental support for stable and sustained predictions, consistent with prior research 

on economic fundamentals driving long-term stock trends. 



 943 
 

  
Central Asian Journal of Mathematical Theory and Computer Sciences 2025, 6(4), 929-946     https://cajmtcs.centralasianstudies.org/index.php/CAJMTCS 

Figure 6. Feature Importance in the Multimodal Model 

Overall, these findings strongly support the adoption of a multimodal approach in 

financial forecasting, enabling investors and hedge funds to combine behavioral and 

fundamental signals for improved risk-adjusted returns and more informed decision-

making. 

4. Conclusion 

This study proposed and evaluated a multimodal deep learning framework that 

integrates textual sentiment data from social media with economic indicators to enhance 

stock market prediction accuracy. The empirical results demonstrate that the proposed 

model significantly outperforms unimodal baselines in all performance metrics. 

The multimodal model achieved an Accuracy of 91.2%, F1-score of 90.7%, and the 

highest AUC of 0.94 (Table 5 and Figure 4), confirming its superior ability to differentiate 

between upward and downward market trends. Furthermore, the feature importance 

analysis (Figure 6) revealed that investor sentiment, particularly positive and negative 

textual signals, plays a dominant role in short-term market predictions, while 

macroeconomic indicators such as interest rates and inflation provide long-term stability. 

These findings validate the hypothesis that combining behavioral and fundamental 

data sources results in more robust and reliable stock market forecasts, supporting both 

behavioral finance theories and fundamental analysis principles. 

Practical Implications 

The proposed multimodal framework has significant practical applications for 

financial institutions, hedge funds, and algorithmic trading systems: 

1. Enhanced Decision-Making: 

This framework allows investment firms to better optimise risk-adjusted returns since 

it is able to capture sentiment-driven short-term movements and economic trends over 

the long-term. 

2. Real-Time Trading Strategies: 

Through automated trading systems, this model would enable traders to get early 

warning on the reversals in the market on the basis of results related to investor sentiment, 

and stabilize their portfolio via economic indicators. 

3. Portfolio Management and Risk Assessment: 

The framework can assist the portfolio managers to dynamically change the asset 

allocations to suit the intensity of the sentiment as well as the macroeconomic 

environments. 

Research Limitations 
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Although the findings are encouraging, a number of limitations are to be mentioned: 

4. Data Availability and Quality: 

Issues associated with noise, spam and biased opinions might exist in the social media 

data and this may interfere with accuracy of sentiments. 

5. Sentiment Interpretation Challenges: 

It is a particularly difficult task to identify sarcasm and irony, or underlying emotion 

in a text even when sophisticated models like FinBERT and RoBERTa are used. 

6. Market-Specific Nature: 

Investigation was restricted to a small panel of stocks; hence findings could not be 

entirely extrapolated to the emerging markets or illiquid assets. 

Future Work 

Riding on the encouraging findings, a number of lines of research could be developed: 

1. Real-Time Interactive Prediction Systems: 

Inventing a real time multimodal prediction mechanism which predicts continuously, 

with reference to live stream of sentiment and macro economic releases. 

2. Cross-Market and Multi-Language Expansion: 

To cover other stock markets and to add multilingual sentiment analysis in order to 

enhance applicability of this model on global financial markets. 

3. Hybrid Explainable AI (XAI) Models: 

Implementing explainable AI models to give reasons, reasonability of predictions and 

add more credibility to the eyes of financial analysts and regulators. 

5. Incorporation of Alternative Data Sources: 

The optional setting of News articles, earnings reports, and ESG (Environmental, 

Social and Governance) indicators as other modalities to further enhance the prediction 

accuracy. 
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